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Abstract

A complete extension of classical propositional logic is proposed for
reasoning about circuits with unreliable gates. The pitfalls of extrap-
olating classical reasoning to such unreliable circuits are extensively
illustrated. Several metatheorems are shown to hold with additional
provisos. Applications are provided in verification of logic circuits and
improving their reliability.

Keywords: probabilistic logic, unreliable circuits, combined connec-
tives.

1 Introduction

It is well known that classical propositional logic is the right setting for
the design and verification of logic circuits represented by formulas. Some
examples of recent work in this broad area can be found in [4, 2].

However, logic circuits are built with unreliable gates that can produce
the wrong output by fortuitous misfiring, hopefully with a very low probabil-
ity. The major result in this area was established by John von Neumann [20]:
with redundancy one can make the error probability § of the overall circuit as
close as needed to the error probability of the majority gate, independently
of the error probability of the other logical gates.

Towards establishing this result while representing circuits by formulas,
the following assumptions are required: the probability of a gate misfiring is
independent of its inputs, gates misfire independently of each other, there is



no sub-circuit reuse, and the circuit inputs are deterministic. For the sake
of simplicity we also assume that every gate has the same probability of
misfiring € < % Henceforth, we shall refer to this set of assumptions as the
standard application scenario.

It is important to recall that the traditional representation of circuits by
formulas (representing gates by connectives) has the following limitation: it
disregards the possibility of reusing (the output of) a sub-circuit. This is im-
material in the case of circuits built with reliable gates that never misfire, be-
cause nothing is lost by repeating in the formula the subformula representing
the sub-circuit. However, in the case of circuits built with unreliable gates,
their representation by formulas is faithful only if no sub-circuit reuse is al-
lowed. Clearly, otherwise, at the formula level, the independence hypothesis
would be violated. Observe also that the no sub-circuit reuse hypothesis
is equivalent to assuming that the circuit is built only with single-fan-out
gates.

The interest on reasoning about logic circuits built with unreliable gates,
in short unreliable circuits, was recently reawaken by developments towards
nano-circuits, see for instance [7, [10] [16], where the extremely low level of
energy carried by each gate leads to a higher probability of it being disturbed
by the environment and, so, misfiring. Note also that in such nano-circuits,
the single-fan-out hypothesis is warranted by the fact that it is not feasible
to split the output of a gate without signal amplification.

Our objective is the development and study of key properties of a prob-
abilistic extension of classical propositional logic, for the purpose of ad-
dressing the problems in the design and verification of logic circuits with
unreliable gates. Other probabilistic and non-deterministic logics have been
reported in the literature [1L 6, 9], 12) 13| 14, [I5], but they do not address
the specific problems of reasoning about unreliable circuits with gates that
may misfire. The work on reasoning about probabilistic programs [3}, [5] is
even further away from the matter at hand.

Our approach was inspired by the notion of non-deterministic meet com-
bination of connectives that appeared in the field of universal logic as a way
of combining logics [17, 18]. Indeed, for instance, the unreliable AND gate
can be seen as the meet combination of the AND and the NAND gates.
The next obvious step is to probabilize the possible outcomes of the meet
combination, the key idea explored in this paper. Observe that, in von Neu-
mann’s application scenario, given the input (b1, be), the unreliable AND
gate has the probability ¢ < % of misfiring and, so, producing the wrong
output NAND(b;, by) and the probability 1 — e of producing the correct
output AND(by, by). Herein, we only address such misfiring errors.



The language, the semantics and the calculus of the proposed unreliable-
circuit logic are presented in Section[2] An enriched calculus including some
useful admissible rules is introduced in Section |3, Soundness and complete-
ness results are established in Section [4 Although the proposed logic is a
conservative extension of the classical propositional logic (as shown in Sec-
tion , it is full of surprises for those used to the nice meta-properties of the
latter, as illustrated throughout the paper. Nevertheless, many interesting
meta-properties still hold as proved in Section [5| The application scenarios
are discussed in Section[Bl An assessment of what was achieved and the list
of some still open problems are given in Section

2 Unreliable-circuit logic

The envisaged unreliable-circuit logic is defined below as an extension of
propositional logic. To this end, we need to adopt some notation concerning
the latter.

Let PL denote the version of (classical) propositional logic with the fol-
lowing rich language. Its signature 2 contains the propositional constants tt
(verum) and ff (falsum) plus the propositional connectives = (negation), A
(conjunction), V (disjunction), D (implication), = (equivalence) and Mg oy
(k-ary majority) for each k € N, as well as their negated-output counterparts
= (identity), A (negated conjunction), V (negated disjunction), O (negated
implication), = (negated equivalence) and M3, o, (k-ary negated majority)
for each k € N. Each majority connective returns 1 if the majority of its
inputs is 1 and, otherwise, it returns 0.

Observe that we could have introduced most of these signature elements
as abbreviations from a small set of primitive connectives (e.g. falsum and
implication). For instance,

M3 (1, x2, 73)
could have been introduced as an abbreviation of
(r1 ANx2) V (2 Axg) V (3 A x1),
that is, starting only from falsum and implication, as an abbreviation of
(((p12 D fF) D p23) D) D om
where each ;; is the formula

(i D (x; D)) DFf.



Nevertheless, we adopt the rich signature above in order to simplify the
presentation of PL, since no price has to be paid in its axiomatization (given
that the set of tautologies is decidable).

Formulas in PL are built in the usual way with the elements of ¥ and
the propositional variables in X = {xy, : k € N}. The PL language (the set of
its formulas) and the PL ground language (the set of its ground formulafﬂ)
are denoted by L(X) and L, respectively.

Assuming that, as usual, the PL semantics is provided by valuations, we
write

vl

for saying that valuation v : X — {L, T} satisfies formula ¢ € L(X), and
AFEop

for stating that ¢ is entailed from hypotheses in A C L(X). Furthermore,
assuming that PL is endowed with a Hilbert calculus including the tautolo-
gies (TAUT) as axioms plus modus ponens (MP) as the unique inference
rule, we write

A

for stating that ¢ can be derived from A. Recall that this calculus is strongly
sound and complete: A F ¢ if and only if AF .

Before proceeding with the presentation of the envisaged unreliable-
circuit logic, we also need to adopt some notation concerning the first-order
theory of ordered real closed fields (denoted by ORCF), having in mind the
use of its terms for denoting probabilities and other quantities.

Recall that the first-order signature of ORCF contains the constants 0
and 1, the unary function symbol —, the binary function symbols + and X,
and the binary predicate symbols = and <. As usual, we may write t; < to
for (tl < tg) V (tl = tg), t1t9 for t1 X t9 and t" for

tX - Xt.
—_——

n times

Furthermore, we also use the following abbreviations for any given m € N*
and n € N:

e mfor 1+---4+41 ;
—_——

addition of m units

Formulas without variables.



e m~! for the unique z such that m x z = 1;E|

L.

o« for m~
m
The last two abbreviations might be extended to other terms, but we need
them only for numerals.

In order to avoid confusion with the other notions of satisfaction used
herein, we adopt IF for denoting satisfaction in first-order logic.

Recall also that the theory ORCF is decidable [19]. This fact will be
put to good use in the proposed axiomatization of gate misfiring in circuits.
Furthermore, every model of ORCF satisfies the theorems and only the the-
orems of ORCF (Corollary 3.3.16 in [II]). We shall take advantage of this
result in the semantics of UCL for adopting the ordered field R of the real
numbers as the model of ORCF.

With this modicum of PL and of ORCF at hand, we are ready to present
the syntax, the semantics and the calculus of the envisaged unreliable-circuit
logic (denoted by UCL).

2.1 Syntax of UCL
The signature of UCL is the triple (X", v, 1) where:

e >U¢ contains ¥ and the following additional connectives used for rep-
resenting the unreliable gates:

, D, =, =, M3ig, and Mz ap;

™ ;a /\a K? \/7 v7

O

e both v and p are symbols used for denoting probabilities.

Each unreliable gate is assumed to produce the correct output with prob-
ability v, corresponding to 1 — € in von Neumann’s scenario. A circuit is
accepted as good if it produces the correct output with probability not less
than pu, corresponding to 1 — § in that scenario.

Observe that we could have introduced most of the connectives represent-
ing unreliable gates as abbreviations. Indeed, only the unreliable connective

2Indeed, in particular for each m € N*,
F'z(mxz=1)

is a theorem of ORCF.



= is needed as primitive in the scenario where every gate has the same prob-
ability of misfiring. The other unreliable connectives could be introduced as
abbreviations, for instance,

T1 K €To

as an abbreviation of N
=(x1 A x).

Nevertheless, we adopted the rich signature above since no price has to be
paid in setting-up UCL. As we shall see in due course, the presentation of
the syntax, the semantics and the axiomatization of UCL is not burdened
by the presence of so many connectives. Furthermore, proofs by induction
on the structure of formulas are also not affected since they are carried out
using a generic unreliable connective. We return to this issue at the end
of Subsection where we analyze the relationship between z1 A zo and
?(551 AN .’Eg). _

We denote by ¥ the subsignature of the unreliable connectives in !¢,
Thus,

U= B U

For each n € N, we denote by ¥, 37 and f]n the set of n-ary constructors
in ¥, 3 and X, respectively. Plainly, X9 = (). For each ¢ € ¥\ X,

c

is taken to be ¢, namely in the following inductive definition. Given a PL
formula ¢ and a formula v built with connectives in "¢ and propositional
variables in X (an unreliable-circuit formula as explained below), we write

e C ¥

for saying that ¢ is a possible outcome of . This outcome relation is
inductively defined as expected:

e © C ¢ provided that ¢ is a PL formula;

o c(p1,...,n) C c(ih1,...,1,) provided that n > 1, ¢ € ¥, and ¢; C 9
fori=1,...,n;

o c(p1,...,0n) C ¢(¢1,...,1y) provided that ¢ € in, and ¢; C ; for

1=1,..,n;
e ¢(¢1,...,n) C ¢c(¢1,...,1%y,) provided that ¢ € f]n, and ¢; C 1; for
1=1,...,n.



For each such 1, we denote by
2y

the set {¢ : ¢ C 4} of all possible outcomes of 1. Clearly, 2, = {¢} for
each PL formula ¢.

As already mentioned, terms are needed for denoting probabilities and
other quantities. In UCL, by a term we mean a univariate polynomial written
according to the term syntax of ORCF, using v as the variable. For example,

vx (1—v)?

that we may write

v(l —v)?
is a term of UCL. Symbol p is also taken as a variable in the context of
ORCF but it is not used in UCL terms.

Three kinds of formulas are needed for reasoning about circuits with
unreliable gates:

e (lircuit formulas or c-formulas that are propositional formulas built
with the symbols in !¢ and X. These c-formulas can be used for
representing unreliable circuits. For instance, the c-formula

(.’El V (; 1,‘2)) K xrs3

represents the unreliable circuit in Figure [} Circuit formulas can also
be used for asserting relevant properties of unreliable circuits. For
example, given the c-formula ¢ and the PL formula ¢, the c-formula

Y=g

is intended to state that the unreliable circuit represented by i can
be accepted as equivalent to the reliable circuit represented by ¢, in
the sense that the two circuits agree with probability of at least .

e Qutcome formulas or o-formulas that are of the general form
®LCpy

where ¢ is a c-formula, ® C Q, and P is a term. Such an o-formula
is used with the intent of stating that the probability of the outcome
of 1) being in ® is at least P. For instance,

{($1 V (_\ iL'Q)) N x3, (.%1 V (ﬁ ZL‘Q)) A .7}3} [ (:El v (: ZL‘Q)) A T3



xr1 T2 I3

B

Figure 1: Circuit represented by the c-formula (1 V (T 22)) A 3.

should be true in any interpretation of UCL because (z1V (mz2)) A x3
and (21 V (= x2)) A z3 are both possible outcomes of (z1 V (T 22)) A3
(the former when all the unreliable gates perform perfectly and the
latter when only the OR gate fails), the probability of the former is
3, the probability of the latter is (1 — v)v?, and v + (1 — v)v? = V2.

Ambition formulas or a-formulas that are of the general form
p<P

where P is a term. Such an a-formula can be used for constraining the
envisaged non-failure probability p of the overall circuit. For example,
every interpretation of UCL where the a-formula

p<v?+(1-v)?
holds should make
(—(21 V 22)) = (S(21 V 22))

true, since =(z1 Vx2) and =(x; Vaa) are the outcomes of the circuit at
hand =(x1 V 22) that make it in agreement to the ideal one —(z1 V 3),
the probability of outcome —(z1V x2) is v/, the probability of outcome
=(x1V a9) is (1 — v)?, and, so, their aggregated probability is

24+ (1—v)2

Given m distinct formulas ¢1,. .., ¢, in Qy, we may write

P15+ Pm EPQ/)



for {¢1,...,om} Cp 9. We denote by L(X), L°(X) and L? the set of
c-formulas, o-formulas and a-formulas, respectively, and by LY(X) the set
Le(X)UL°(X)U L? of all UCL formulas. Observe that each of these sets is
decidable.

Furthermore, we use L€ for the set of ground c-formulas. Evidently, L
and L(X) are decidable subsets of L¢ and L¢(X), respectively.

Given a c-formula 1 and ¢ € Q, we write

P> @]

for the UCL term that provides the probability of outcome ¢ of 1. This
term is inductively defined as follows:

o Plprp]is 1 for each ¢ € L(X);

o BVlc(Yr, ..., Yn)>c(@1,. .., pn)] s H‘B[wibgoi] foreachn > 1,ce€ X,
i=1
and p; C ¢ fori=1,...,n;

o Plc(1, ..., Yn)>c(p1,...,0n)] is UH‘B[wibgoi] for each ¢ € &, and
i=1
p; T fori=1,... n;

o PE(W1, ... Pn)oelpr,. .. 0n)] is (1—v) [ [ B> @i] for each ¢ € 5,
i=1
and p; C ¢ fori=1,...,n.
For instance,

m[:(l‘l \7 1‘2) > ﬁ(1'1 V:L'Q)}
is the polynomial
v(l —v)

since, for the given input provided by z1 and x2, outcome —(x1Vzy) happens
when = behaves as it should and V fails, that is, when = produces the correct
output and V misfires.

2.2 Semantics of UCL

Each interpretation of UCL should provide a valuation to the variables in X,
a model of ORCF and an assignment to the variables v and u. However, as
already mentioned, the choice of the model of ORCF is immaterial since all
such models are elementarily equivalent and, so, we adopt the ordered field



R of the real numbers. Accordingly, by an interpretation of UCL we mean a
pair
I'=(v,p)

where v is a propositional valuation and p is an assignment over R such

thatfl
3 <plpw) <1
T <plv) <1

We now proceed to define satisfaction, by the interpretation I = (v, p)
at hand, of the three kinds of formulas in the language of UCL.
Starting with c-formulas, we write

I I

for stating that
RpIHo >~ Plpe o] > p.

v C o
vk

That is, the aggregated probability of the outcomes of ¥ that are (classically)
satisfied by v is at least the value of p.
Concerning o-formulas, we write

TIF® Cp o

for stating that
RpH° P < S Pluegl.

ped

That is, the collection ® of possible outcomes of 1 has aggregated probability
greater than or equal to the value of P.
Finally, concerning a-formulas, we write

IR pu<p

for stating that
Rp P p< P

That is, the required probability p(u) for the correct output being produced
by the whole circuit does not exceed the value of P.

3Recall that we use v and p as variables in the language of ORCF.

10



Satisfaction is extended to mixed sets of o-formulas, c-formulas and a-
formulas with no surprises. Given I' C LY°(X),

I T

if I IF¥¢ ~ for each v € I'. Then, entailment and validity in UCL are also
defined as expected. Given {#} UT C L"°(X), we write

rEY 0
for stating that I' entails 6 in the following sense:
I IF¥¢ @ whenever I IF'¢ T', for every interpretation I.

Finally, we write
Y0

for () EYc 0, saying that formula 6 is valid, in which case I IFY¢ 0 for every
interpretation 1.

As envisaged, the UCL entailment is an extension of the PL entailment.
Furthermore, this extension is proved below to be conservative. To this end,
we need the following lemma.

Proposition 2.1 Let ¢ € L(X) and [ an interpretation with valuation v.
Then,
I 1F'¢ ¢ if and only if v IF .

Proof: Let I = (v, p). Then:
(=) Assume that I IF ¢. Hence,

RplHo >~ Blov¢] > p
@ €y,
vl ¢’

Thus, {¢' € Q, : v IF ¢’} # 0 because p(p) > 0. On the other hand,
Qy = {¢}. Therefore, ¢ € {¢' € Q, :vIF '} and, so, v IF ¢.

(<) Assume that v IF . Then,

{o} ={¢ e{o}:vIF ¢}

On the other hand,
{e{pt:viF={¢ €, vk}

11



Therefore,
> PBlev ] is Bles e
¢ €y,
v Ik’
and, so, it is the polynomial 1. Thus, in order to obtain I IFY¢ ¢, we have
only to show that
RplEP 1>pu

which holds because p(u) < 1. QED

Theorem 2.2 (Model-theoretic conservativeness of UCL)
Let {¢} UA C L(X). Then,

A EY ¢ if and only if AF .

Proof:

(=) Assume that A F'° . Let v be a valuation such that v I A. Let I be
an interpretation with valuation v. Then, by Proposition I IFU¢ A and,
so, I IFU¢ . Thus, again by Proposition v Ik .

(<) Assume that A F . Let I be such that I IF¥° A. Let v be the valuation
in I. Then, by Proposition v I A and, so, v IF ¢. Thus, once again by
the same proposition, I IFY ¢. QED

Before concluding this subsection, we look again at the possibility of
introducing most of the unreliable connectives through abbreviations. To

this end, consider the relationship between z; A xo and =(z1 A z2). As
expected, it is straightforward to show

€1 A Ty EYC %(xl A xg)
%(551 AN .TQ) FUC 21 A o

which does warrant the idea of introducing A through an abbreviation. How-
ever, it may be surprising to ascertain that the formula

(r1 A x2) = (5(21 A 22))

is not valid in UCL. For instance take p(u) = 0.8 and p(v) = 0.51. Then,
for any valuation v, (v, p) does not satisfy the formula. In due course, many
other examples will be provided of striking differences between PL and UCL.

12



2.3 Hilbert calculus

The calculus of UCL capitalizes on the decidability of the following problems
which are used in some provisos:

e validity in PL;

e membership in L(X);

e emptyness of intersection of two finite sets;
e theoremhood in ORCF.

The calculus contains the following axioms and rules:

e the PL tautologies as axioms:

TAUT —— provided that ¢ € L(X) and F ¢;
P

e the modus ponens rule:

G
D
MP UL provided that ¢ € L(X);
14

e the following o-azioms:

NO 0 Co o ;

SO

¢ Eqplyrg] ¥
e the following o-rules:

(I)i Epi waI‘i:LQ

AO rovided that ®; N ®y = (;
Q1UPy Cipypy) ¢ P ! 2
o LCp ¢ : I

WO — ="t provided thati*
o EPQ w P

Yv (;<y§1>3P2§P1) € ORCF;

e the following a-rule for each k € N:

“Writing P < z < P for P< zAz < P'.

13



<P fori=1,...,k
wa H=1 or<z 2 ' provided tha
<

i=1

k
1
VMVV(<2</L,V§1/\/\MSB>DMSP> € ORCEF;

e the following c-rule for each k € N*{f

k

V (Ae)

=1

o, Cp
{ l<_]};’¢fori:1,...,k:
LFT p="

(8

The reader will wonder why we took the tautologies as axioms (TAUT)
but not their unreliable instances. In fact, such instances are not valid in
general. For example, the unreliable instance (=) D (= x) of the tautology
x D x is not valid. Indeed, take an interpretation I = (v, p), such that
v(x) =T, p(v) = 0.6 and p(u) = 0.8. Consider

® = {(-z)>(-z),(Fz) > (5z),(-z) D (F2)}.

Then,

.« vl @

. vl (52) O (—2).
Furthermore,

o P[(Z2) D (Fx)> (m2) D (mx)] = v

o P[(2) D (Fa)> (F2) D (Fr)] = (1 - v)*

o B[(Z2) D> (F)p(m2) D (Fr)] = vl —v).

SWriting P < z,2/ < P'for P<2< P AP <z < P'.
SGiven a finite set ® of PL formulas, we write

A\®

for the conjunction of the formulas in ®. As usual, this conjunction is & when ® = ().

14



Then,

Ro 1 | S Ri(i0) > (52)e )= 3~ (5 <n)

and so
I (7x) D (Fa).

The reader will also wonder if MP is sound when the conclusion is a
c-formula. It is not always so since, for example,

—xy, (Fx1) D (Fxe) FYC T,

Indeed, choose now an interpretation I = (v, p) such that v(z;) = L, v(zg) =
T and p(v) = p(p) = 0.51. Then, R together with p satisfies

~ ~ 49 o1
§~: PEaav¢] = P[Fa2> o] V=105 < To5 =M
¢ £ "2

vl

and, so, I IS = z9. On the other hand, R together with p satisfies

N B 51 51
= = - - - = 2> =
Z PLavy] = PLare o] =v =06 2 700 = u
pC=m
vl
as well as
N B 7399
> BGa)dGa)ey) = (1-)+2(l-v) = 1 >

¢ C (5z1) D (Fz2)
vl

and, so, I IF'¢ = zy and I IF' (S 21) D (T x9).

Despite this counterexample, there are situations where MP is sound
even in the presence of unreliable connectives in the conclusion. In fact, as
shown in the next section, the dual of MP (conclusion in L(X) provided
that the antecedent of the implication is in L(X)) is an admissible rule.

Most of the other axioms and rules are self-explanatory. Nevertheless,
we provide some brief comments on each of them.

The additivity rule (AO) is as expected. It tells us that, if we know that
the outcome of 1 is in ®; with probability not smaller than P;, the outcome
of 1 is in ®9 with probability not smaller than P» and ®; and ®» are disjoint

15



sets of possible outcomes of 1, then we may conclude that the outcome of
1 is in @1 U ®o with probability not smaller than P, + Ps.

The weakening rule for o-formulas (WO) should also come as no surprise.
It tells us that if we know that the outcome of 9 is in ® with probability
not smaller than P; and P} > P,, then we may infer that the outcome of
is in ® with probability not smaller than P,. But how can we know at the
symbolic level that P, > P»7 Here, we have to use the decision algorithm
for ORCF with the additional knowledge that the value of v is greater than

1 and not greater than 1. To this end, it is enough to get as a theorem of

2
1
Vv <<2<V§1>DP2§P1>.

ORCF the formula
The weakening rule for a-formulas (WA) is understood in a similar way.

Each empty outcome axiom (NO) expresses that the set of outcomes of
v is empty with probability not smaller than 0.

Each single outcome axiom (SO) states the obvious fact that the outcome
of ¥ is ¢ with probability not smaller than B[y > ¢]. Recall that B[y > ¢
was symbolically computed in Subsection [2.1] precisely as being the lower
bound of the probability of the outcome of 1 being ¢ so as to reflect the
behavior of the unreliable gates. We return to this issue in Section

On the other hand, the lifting rule (LFT) does warrant a more detailed
explanation. It was not easy to come-up with its formulation, notwithstand-
ing the fact that a lifting rule was known to be necessary from our experience
with the meet-combination of connectives [17].

As a motivating example, assume that we want to infer that

(B x1) Ax2) D (T 1)

holds with probability not smaller than p. We can do so provided that we
constrain our ambition to u being not greater than v? — v 4 1. Indeed, it is

easy to verify that
(A#) v (Ae)

is a tautology as long as

O = {1, 93,04}
(PQ - {9017()027904}

16



(mz1) D) A ((F21) Dtt)
—r) Dt Ey (Ta) Dt
(Sz1) Dt Ty (S2q) Dt

N O O s W N

where
w1 is ((mx1) Axg) D (—a1)
@2 is ((Fz1) Aaz) D (m 1)
w3 is ((mx1) Axe) D (T )

Furthermore, it is straightforward to verify that both

P4 o2yt ((: xl) A -7;2) ) (:xl)

and

Dy Epopiy (F@1) Aw2) D (Fa1)

hold. Thus, assuming that
w< vVE—v+1
the LFT rule allows us to conclude that

(G x1) Ax2) D (T1)

holds with probability not smaller than p. In fact, for each ¢ = 1,2, we were
able to collect in ®; outcomes of z1 V (7 1) with aggregated probability not

smaller than the ambitioned upper bound for pu.

Derivability and theoremhood in this calculus are defined as usual. Given

{6} UT C L¥(X), we write
I ke g

for stating that 0 is derivable from I', that is, for stating that there is a
derivation sequence for obtaining 6 from the elements of I" (as hypotheses)
and the axioms, using the rules of the calculus. Furthermore, when () F4€ 1),

written Y, we say that 1 is a theorem of UCL.

17
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AO:2,3
WO : 4

WA
LFT:1,5,6



1 z1V(—x) TAUT
2 z1V(mx) T 21V (Tay) SO
3 pu<v? HYP
4 11V (5x1) LFT:1,2,3

Figure 3: u <v? ¢ 21 V (S 21).

For example, the derivation sequence in Figure 2|establishes that (% z1)>
tt is a theorem of UCL.

Recall that a formula may be derivable only when imposing some condi-
tions on p and v. For instance, the derivation sequence in Figure [3] derives
(S 21) V1 in UCL as long as p < v2. This hypothesis is needed at step 4
for applying the LFT rule.

L ((mz) Awz) D (m21) A (((ma1) Awz) D (F21)A
(Fz1) Aw2) D (T 1))

v
(m@1) Awg) D (1)) A (((Fa1) Awz) D (mar))A
((Fa1) Awg) D (Fa1))) TAUT
2 ((mz1) Ax2) D (mx1) B ((Fa1) Awz) D (Ta1) SO
3 (Fz)Az2) D (m1) oy ((Fa1) Ax2) D (T 1) SO
4 ((mz1) Aw2) D (F21) Epay) (Fa1) Ax2) D (T21) SO
5 (Fa1) Az2) D (Fa1) Eqpyz ((Ga1) Ax2) D (T ) SO
6 ((mz1) Aw2) D (mx1), ((hx1) Awe) D (S ),
(Fzi)ANz2) D (Fr) Cha_pyyq (Fx1) Aza) D (T ar) AO:2,3,5
7 ((mz1) Az2) D (), (Fz1) Awz) O (ma),
(Gz1) ANx2) D (Fa1) Coepyr ((Ga1) Awz) D (T a1) AO:2,4,5
pu<vP—v+1 HYP
9 ((5x1)Axz2) D (mx) LFT:1,6,7,8

Figure 4: u <v? —v+1 FY ((F21) Azg) D (T aq).
Returning to the motivating example given above for the LFT rule, a

derivation is presented in Figure [4] for deriving ((=z1) A z2) D (1) from
the hypothesis p < v? — v + 1.
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As a last example, we present in Figure [5| a derivation showing that
inconsistency at the level of ambition formulas propagates to propositional
inconsistency. Observe that the weakening made at step 4 is legitimate
because

1 1
VMVV<<2<M,V§1/\M§2>DM§O)

is in ORCF and, so, we can apply WA.

1 A0 TAUT
2 D ff NO
3 n<3 HYP
4 u<o0 WA : 3
5 ff LFT:1,2,4

Figure 5: p < % Fue ff.

To conclude this subsection, we look at the relationship between the PL
and the UCL calculi. Clearly, UCL is an extension of the PL also at the
proof-theoretic level. Furthermore, it is straightforward to prove that this
extension is conservative.

Theorem 2.3 (Proof-theoretic conservativeness of UCL)
Let {¢} UA C L(X). Then,

A FY ¢ if and only if AF .
This result is the proof-theoretic counterpart of Theorem They are
both used in the sequel.
3 Enriched calculus

The following redundant axioms and rules allow the connective-wise deriva-
tion of o-formulas, instead of relying on the SO axioms and the inductive
definition of Py > ¢]. This has the advantage of making explicit in the
derivation the calculations that are needed concerning B[y > o] and that
otherwise would be written on the margin.

00—
Qy C1
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wi Cp, Yifori=1,...,n

CO ;
C((Pl, s 790n) E(Hle PZ.) C(wla e 7¢Tl>
;i Tp. Y b =1,...
UCot i Cp, 9 for i 1,~ ,n ;
c((plv o 79071) E(”H?:l Pi) C(d}l’ cee 7¢n)
 Cp ), , =1,...
UCco, w; Cp, Y fori=1,...,n

(@1 s90n) oy, p) W1 9n)

Moreover, the following redundant rule allows, in some cases, the use of
modus ponens in the presence of unreliable connectives in the conclusion.

@
DY
(0

Observe that this enriched calculus brings to the foreground the behavior
of the unreliable gates. Nevertheless, it is not burdened by the presence in
the signature of a rich variety of connectives representing them.

In the sequel, we write

MP* provided that ¢ € L(X).

It g

for stating that 6 can be derived from I' in the UCL calculus enriched with
the axioms and rules above.

As an illustration of the use of the additional axioms and rules on o-
formulas, consider the derivation in Figure [6] of

(mx1) =M3(mx1, 729, 7 23)

from hypothesis 1 < v® + 3v%(1 — v). This amounts to say that, by us-
ing three unreliable negations and the perfect majority connective, we can
mimic reliable negation modulo the indicated proviso on p and v. A weaker
proviso would be sufficient if we used more unreliable negations in parallel.
These realistic examples are instances of the pioneering result by John von
Neumann on minimizing overall circuit error rate [20] when using unreliable
gates. We shall return to this topic in Section [6]

Clearly, for instance as in Figure |7, (mx1) = Ms(= 21, 722, 7 x3) can be
derived from p < 3 + 3v2(1 — v) in the original UCL calculus (without the
additional axioms and rules). This derivation is much shorter but leaves out
the calculations of the probabilities of the unreliable connective outcomes
by folding them in the use of the SO axiom.
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1 ¢1:(—x)=M3(—xy, w1, xq) TAUT
2 o (nmw) =Ms(—xy, 1,7 my) TAUT
3 @3:(mx)=Ms(—z1,m 21,0 21) TAUT
4 @4 (mx)=Ms(Zxy,~xq, 0 27) TAUT
5 ©1NA... Ay TAUT : 1,2,3,4
6 z1 Ty 29 Q0
7T —x B, T UCO?T:6
8 Ms(—zy,~xy,—x1) Eps Mg(maq,m 21,0 21) CO:7,7,7
9 =z Ty T UCOJl : 6
10 Ms(—zy,~x1, 7 21) 21— Ms(mx1, 2y, 1) CO:7,7,9
11 Ms(—zy, 721, 7 21) Eegoy) Ms(=x1, @y, 2 x1) CO:7,9,7
12 M3(T @y, 21, 1) Epeoy) Ma3(Gar, m o, 2 an) CO:9,7,7
13 a1 51 oy CO:6
14 @1 Cps (mx) =Ms(may, a2y, 21) C0O:13,8
15 2 Coaoyy (ma1) = Md(ﬂ X1, X1, x7) CO: 13,10
16 @3 T2y (m1) = Mg(ﬂ Ty, X1, x]) CO:13,11
17 ¢4 T2y (ma1) =M3(5 1, 221, 7 21) CO: 13,12
18 ¢1,...,p4 E,,3+3,,2(1_,,)(ﬁ x1) =Ms(mxy, D xy, D ay) AO : 1417
19 pu<v3+321-v) HYP
20 (—z)=Mgs(mz, 721, 21) LFT :5,18,19

Figure 6: 1 < 13 4 302(1 —v) FU (mz1) = Ms(Saq, 52y, S a).
A similar elimination of the additional axioms and rules can be made for

every derivation with hypotheses in L?, as the results below show.

Proposition 3.1 Let ¢ € L(X). Then,

D Pl =1| € ORCF.

QDEQw

Proof: The proof follows by induction on .
(Basis) 9 € L(X). Then, Q4 = {¢}. So

> Blwvel is Ploeyl

PEQy
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© 00 N O T = W N =

[ T
N = O

o1 (mx1) =Ms(m g, g, 0 21) TAUT
P21 (1) =Ms(nay, @, D) TAUT
¢z 1 (mx1) =Ms(—x1, T, 0 21) TAUT
@41 (mx1) =M3(T w1, oy, 0 21) TAUT
AN Y] TAUT : 1,2,3,4
01 Cps (ma) =Ms(maq, 7w, 7 21) SO
P2 T2y (m21) =M3 (521, 221, 7 21) SO
3 T2y (To1) = Ms(ﬁm,;m,:ﬁ) SO
1 T2y (M) =M3 (521, 22, 1) SO
Oly--vs P4 E,,3+3V2(1_V)(ﬁ x1) =Ms(mxy, D xy, D ay) AO :6-9
p<vd+32(1—v) HYP
(mx1) =Ms(T @y, 7@y, T 2) LFT : 5,10,11

Figure 7: pu < v3 4+ 302(1 — v) FY¢ (=) = M3(T 2y, oy, S 2q).

The thesis follows since P[> )] is 1 by definition.
(Step) Consider the following cases:
(a) ¥ is ¢(¢1,...,1y,). Then, by definition of €,

S Prel= > 0> Bl o] x o x Bl > pnl.

€Ly, P1E€Qy, gOnEan

On the other hand,

S Y Bl e x o X Bl o] =

@legwl @negqﬂn

ST Blave] | xoox [ Bln ol

P1E€Qy, Pn€y,

is in ORCEF, since distributivity holds in ORCF. So, the thesis follows, since

> Plhiv e =1 € ORCF

i€y,

by induction hypothesis, for every i =1,...,n
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(b) ¥ is €11, . .., n). Let

qup:{c(Sob-u,SDn)34,0169%,2':1,...,71}
Qfg,:{é(ﬁﬂ1,---,§0n):(piEQ%,i:l,,,,,n}_

Then,
S Prel= > Poel+ > Pl

PEQy, goeﬂllp weﬂfb

and since distributivity holds in ORCF then,

> Blyvel =

Py
Yo Blve] | x-ox | D Blwrea] | xv
P1€Qy, Pn €y,
+
Y Blieen] | x-x | Y Bl ea] | x (1-v)
P1E€Qy, €y,

is in ORCF. The thesis follows since

(Ix--x)xv)+((Ix---x1)x(1—-vr))=1¢€ ORCF

and
Z Bvi> il =1 | € ORCF,
i€y,
by induction hypothesis, for every i =1,...,n. QED

Proposition 3.2 Let ¢ € L¢(X). Then,
FY Qy 1 9.
Proof: The thesis follows immediately taking into account that

p-uc Q%ZJ E( ¢

Spea, Blurel)

using rules SO and AO, and capitalizing on Proposition QED
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Proposition 3.3 Let I' C L? and § € LY(X). Then,
1
if THYoCpay then Wv <<2 <v< 1) DPS‘B[@/JDQ@]) € ORCF.

Proof: Let 0;...6,, be a derivation of ¢ Cp ¢ from I' in UCL. We prove
the result by induction on m.

(Basis) 6, is obtained by SO. Then, the thesis follows immediately since P
is Py > ).

(Step) 6., is obtained by WO. Let 6; be the premise ¢ Cpr 9 of the rule.
Then,

Yv (<;<u§1)DP§P'> € ORCF.

On the other hand, by the induction hypothesis,

Vv <<; <v< 1) O P §&B[1[)><,0]> € ORCF
and so the thesis follows. QED
Proposition 3.4 Let I' C L? and § € LY(X). Then,
if TFY" ¢ then T K0,

Proof: Let 0,...6,, be a derivation of # from I' in UCL enriched with the
additional rules above. We prove the result by induction on m.

(Basis) Then, either 6 is in " or 6 is a tautology or 6 is obtained by NO or
by SO. In all cases, I' -4 6.

(Step) There are two cases to consider:

(a) 6 is obtained by a rule in UCL. Then, the result follows straightforwardly
by the induction hypothesis.

(b) 0 is obtained either by CO or UCOJ or UCO?T. We only consider the
case where it follows by UCOJ. Assume that 6 is of the form

E((:017 DRI SDn) E(I—IJ) H?Zl P; 5(1/117 cee 7¢TL)

Let the premises be ¢; Cp, 9; for ¢ = 1,...,n. Then, by the induction
hypothesis,
I'FY ¢ Cp oy fori=1,...,n.

Thus, by Proposition [3.3] for i =1,...,n,
1
Vv <<2 <v< 1) DOF < mhﬁl l>§01]> € ORCF.
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Hence,

Yv ((; <v< 1) > ((1—V)ﬁPi> < ((1—1/)ﬁ‘}3[1/}¢>g0i]>> € ORCF.

i=1 =1

Observe that

n

BIE(W1, - Pn) D1, o)) = (1= v) [[ Bl > ]

=1

and so
FY 21y oy 0n) B T2, Rlvives] W15 - - -5 ¥n)
by rule SO. Hence

=€ 6(9017 RN (1071) E(lfy) T, P E(wla s @Z}n)

by rule WO.

(c) 0 is obtained by MP* from #; and 6; > 0. Thus, 6; € L(X). The subcase
where 0 € L(X) follows immediately. Assume that 6 is not in L(X). Then,
0; O 0 is obtained by LFT from

k
. \/ (/\{@Dcp:goé@i}) where ®; C Qg fori=1,...,k;
i=1
e {0iDp:pe®} Cp ;D0 fori=1,... k;
e u< Pfori=1,... k.
Therefore, using the induction hypothesis, propositional reasoning and o-

reasoning

k
o |uc \/ (/\@Z) where ®; C Qg fori =1,...,k;

=1
(] l_ucq)i Epi Hforizl,...,k;
o Fu< P fori=1,...,k;

and, so, by LFT, F“<6. QED
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4 Soundness and completeness

The objective now is to assess how far the proposed calculus captures the
semantics of UCL. First, we prove strong soundness, that is:

if THFY® then T EYH

for every I' U {0} C L"°(X). Afterward, with respect to completeness, we
prove the following results:

e Weak completeness for o-formulas:

if FY®LCpe then & Cp b

e Constrained strong completeness for c-formulas and a-formulas:

if TEY ¢ then T FUqp
if TEYC <P then TF< <P

provided that I is a finite subset of L2.

Observe that strong completeness for o-formulas is out of question. In-
deed, it is easy to ascertain that entailment for o-formulas is not compact.
For instance,

{_\1‘1 Ce 1 =xp: k‘EN} FU =z T2 —xyg
37 T0+k 3

but there is no finite subset of the hypothesis that would entail the con-
clusion. Therefore, given the obvious compactness of the UCL calculus and
its strong soundness, —x1 C2 =1 is not derivable from the infinite set
of hypotheses at hand because it is not derivable from any finite subset of
hypotheses.

Strong completeness for c-formulas and a-formulas is also out of question
for the same reason. In fact, if we allow an infinite set of a-formulas as
hypotheses we can also find an example where no finite subset would entail
the same conclusion. For instance,

1 ~
{ugy2+n:n€N+} FY 2 V (5aq)

and .
{ugy2+:nEN+} FUC < 02
n
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Nevertheless, it is important to allow a finite number of a-formulas as
hypotheses, since we do not have connectives in the UCL language for com-
bining a-formulas and for combining them with c-formulas.

These completeness results are enough for the practical use we have in
mind for UCL. But, from a theoretical point of view, it would be interesting
to allow also a finite number of o-formulas as hypotheses and, furthermore,
the use of a finite number of c-formulas as hypotheses. We leave theses
issues for possible future work.

4.1 Soundness

It is enough to show soundness of tautologies and soundness of each rule in
UCL. Then, the result follows by a straightforward induction.

Proposition 4.1 TAUT and MP are sound.

Proof:
(TAUT) Assume that ¢ is a tautology in PL. Let I = (v, p). Observe that
v Ik ¢. Hence, by Proposition 2.1} I IFU< .

(MP) Assume, by contradiction, that there is I = (v, p) such that
(1) Ty, TI<¢>e and I .
Hence, by Proposition v I . Therefore,
{deQu:vlf ¢t ={¢ €Qy:viF¢ Do}

Then,

1= > Pey]

(PIEQw
= ) Bluedl+ > Py
QDIEQw (pl€Q¢
vl ¢’ v I @
= Y Buedl+ > PUoer¢ Dyl
(Pleﬂw Lpleﬂw
vl ¢’ viFe D
> 2p > 1

QED
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Proposition 4.2 NO, SO, WO and AO are sound.

Proof:
(NO) Observe that

> Pl gl =0.

ped
Let I = (v, p). Then,

Rp IH° 0 <> Pl o).

ped

SO) Straightforward by definition.

(
(WO) Let I = (v,p). Assume Vv ((3 <v < 1)D P, < P;) € ORCF and
I IF%¢ ® Cp 9. Observe that

Rp IF° P, < P

On the other hand,
Rp IH° Y " Plsg] > Pr.

ped

Therefore,

Rp IH° " Plps o] > Py

ped

(AO) We omit the proof of soundness for this rule since it follows straight-
forwardly. QED

Proposition 4.3 WA is sound.

Proof:
(WA) Assume that

1
VMVV<<2<M,V§1A,LL§P1A...AM§Pk>DM§P> € ORCF

and that I IF*¢ u < P; for i =1,...,k. Then,
Rp P p< P, fori=1,...,k.

Thus Rp IH° 4 < P and so I IF'S p < P. QED
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Proposition 4.4 The lifting rule is sound.

Proof: Let I = (v, p). Assume that

k
riFe \/ A\ o
1=1

{I Foe &; Cp, o

fori=1,... k.
IIFYe < P

Then, there is i € {1,...,k} such that v I A ®; by Proposition since
\/f:1 N\ ®; € L(X). Observe that

{gOEQw:’UH—QO}Q(I)i

and, so,

Rp D Blwvel> > B>l
g&EQw ped;
vl

By hypothesis,
RpIHo > Pl o] > P

ped;

and
Rp IH° P> 4.
Therefore,
RplHo " Pl > p

p e Qw

vl
and, so, the thesis follows. QED

Theorem 4.5 (Strong soundness of UCL)
Let T U {6} C L“(X). Then,

I' EY“ 9 whenever T F“ 0.

Proof: Straightforward induction on the length of the derivation given for
| R QED

29



4.2 Completeness

The objective now is to investigate completeness of UCL. In the sequel,
given ¢ € L°(X) and ¢ C Q,, we may use

Plypod] for > Plpe gl

First, we establish the envisaged constrained strong completeness result
concerning a-formulas.

Proposition 4.6 Let I" be a finite subset of L? and P a term. Then,
I' " 4y <P whenever I E" y <P

Proof: Assume that I" FY¢ ; < P and suppose without loss of generality
that T is the set {u < P1,...,u < Px}. We now show that

k
1
(1) Rpll—fOV,LNV<<2<,u,v§1/\/\,u§P@->D,LLSP)

i=1
for every assignment p over R. So, let p be an assignment over R such that

k
Rp IH° 2<,u,y<1/\/\M<P
=1

Let v be an arbitrary valuation. Then,

k
) IFue /\

and, so,
(v,p) K p< P

since I' FY¢ p < P. Hence,
Rp e n< P
and, thus, we have proved (7). Therefore,

1 p<Ph HYP

k u<Pg HYP
k+1 pu<P WA:1,...,k

is a derivation for I' F"¢ p < P. QED
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Next, we obtain the weak completeness of the UCL calculus concerning
o-formulas.

Proposition 4.7 Let ¢ € L¢(X), ® C Q, and P a term. Then,
FY“® Cp ¢ whenever FEY & Cp .
Proof: Assume that F'“® Cp 1. We want to show that
Vv ((; <v< 1) D(P< %[wbé])) € ORCF.

Let p be an assignment over R such that

Rplkf°%<1/§1.
Let p' be an assignment such that p/'(v) = p(v) and § < p/(u) < 1. Then,

Rp - % <v<l1.

Let v be a valuation and I = (v, p'). Then,

ITIF'“® Cp v
and, so,
Rp HO > " Plys o] > P.
ped
Therefore,

Rp IF° P <Py .

On the other hand, by rules NO, SO and AO, F"® Cgppye) ¥ and, so,
FY® Cp 2 by rule WO. QED

Finally, we proceed to prove the envisaged constrained strong complete-
ness concerning c-formulas. To this end, given a valuation v and ¢ € L¢(X),
it becomes handy to write

Qy  for {peQy v}
We start by showing two auxiliary results.
Proposition 4.8 Let I' C L2, ¢ € L(X) and v be a valuation. Then,

[ E p <Pp>Qy]  whenever T E™ .
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Proof: Let v be a valuation. Assume that I' F'¢ ¢. Let I = (v,p) be an
interpretation such that I IFY¢ I". We want to show that

T I 0 < Py 03],
Observe that

Ploeyl= > Bueel= > Pleyl
wEQ” » € Qy
vl

Moreover, since I IFY¢ ),

RplHe > Pl > p
© € Qy
vl

and the thesis follows. QED
Proposition 4.9 Let ¢ € L¢(X). Then,
{n <Pl Q] v is a valuation} 4 1.

Proof: Observe that {2 : v is a valuation} is a finite set. The thesis
follows by LFT since:

a) k- \/ /\ Q- Indeed F \/ /\ Q,, and so, by completeness of PL, the thesis
v

followsif

(b) Fue @, Em[w%}] 1 for every valuation v. Immediate by rules NO, SO
and AO.

c) {u< >QY] v is a valuation} FY¢ p < > QY] for every valuation
P P
v. This follows by extensivity of Y. QED

Theorem 4.10 (Constrained strong completeness of UCL)
Let I' be a finite subset of L? and ¢ € L¢(X). Then,

I' F““ ¢ whenever T EY¢ ).

Proof: Assume that I' EY¢ 1). Then, by Proposition DEY p < PlyeQy]
for every valuation v. We now show that

Yuvv <<; <p,v<I1A (/\F>> DHS‘BWDQZO € ORCF
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for every valuation v. Let p be an assignment over R. Assume that

1
R p I §<,u,1/§1/\(/\F>.

Let I = (v, p) be an interpretation for some valuation v. Observe that I is
in fact an interpretation since R p I+ % < p,v < 1. Moreover, I IF*¢ T" and
so I IF* p < Bly > Q). Therefore,

Rp IH® p < P> Q).
Then, since I" is assumed to be finite, by WA,
(1) T < B0
for every valuation v. On the other hand, by Proposition
(1) A{n <Pl Q] : vis a valuation} F* 3.

Thus, by (1) and (1), the result follows by idempotence of F"¢. QED

5 Metatheorems

In this section we investigate some properties of the UCL calculus, namely
the metatheorems of deduction, equivalence, interderivability and substitu-
tion of equivalents, as well as closure for substitutions. Together with the
positive results that we were able to establish, we also present counterex-
amples illustrating the differences between UCL and PL.

5.1 Metatheorem of deduction

We start by showing some auxiliary results that are needed in the proof of
the metatheorem of deduction.

Proposition 5.1 Let ¢ € L¢(X) and ® C . Then,
1
e Cpy iff W <<2 <v< 1) 3P§‘43[1/;><I>]> € ORCF.

Proof: The implication from left to right follows immediately from the
soundness of UCL, see Theorem The other implication is a direct con-
sequence of NO, SO, AO and WO. QED
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Proposition 5.2 Let ¢, € L°(X) and ¢’ € Q. Then,

U {QD D) QDI Tp e Qw} Em[wllﬂ,@/] ’lp D) wl.
Proof: Observe that, by rule SO, for every ¢ € €,

F% 2 &' Copulxplyee) ¥ 2 ¥
and, so, by rule AO,
j-uc {90 D) 80, Tp e le} E(Zweﬂw Bbe] X P'>¢']) P D ¢’.
Note that, in ORCF,
2peq, BlUr o] x P> @] = P> X3 cq, Rl e g
= P>y
by Proposition [3.1] Hence, by rule WO, the thesis follows. QED
Proposition 5.3 Let I' C L2 U L(X), ¥ € L°(X) and ® C Q. Then,
FY® Cp ¢y whenever T FY ® Cp 1.

Proof: The result follows by induction on a derivation of ® Cp 1 from I'.
In the basis, the conclusion follows by NO and SO. Since NO and SO are
axioms, the thesis follows immediately. Regarding the step, observe that
the rules used to conclude & Cp v all have o-formulas as premises. Hence,
by applying the induction hypothesis to each premise, we can conclude that
they are theorems. Using the same rule the thesis follows. QED

Proposition 5.4 Let I'y C L?, T’y C L(X) and a term P. Then,
't F*“ u < P whenever T'1,I'5 F' pu<P.

Proof: The result follows by straightforward induction on the given deriva-
tion of u < P from I'yUT'y. In the basis, the conclusion is either an hypothesis
or follows by WA over an empty set of premises. So the same derivation is
also a derivation of p < P from I'y. Regarding the step, the conclusion fol-
lows by rule WA over a non-empty set of premises in the derivation. Hence,
the thesis follows by the induction hypothesis and by applying the same
rule. QED
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As usual in proof theory, given a derivation 6 ... 60 of ¢ from I', we say
that 8; depends on v € I' in this derivation if either 6; is v or 6; is obtained
using a rule with at least one of the premises depending on . Moreover, an
application of MP is said to be classical if both premises are in L(X).

Proposition 5.5 Let I' C L? and ¢ and v’ be distinct formulas in L¢(X).
Assume that there is a derivation of ¢’ from I' U {4} where ¢/’ depends on
1 and all the applications of MP over dependents of v are classical. Then,

Y € L(X).

Proof: Let 0 ...60, be a derivation of I",7) F'¢ ¢’ where 1)’ depends on
and all the applications of MP over dependents of ¢ are classical. The proof
follows by induction on k. Since 1’ depends on 1, v’ is not obtained by
TAUT. Moreover, since 1)’ is not 1, 1" does not appear as an hypothesis.
Hence, we have only to consider two cases:

(1) ¥ is obtained by LFT from an L(X) formula 6;,, an o-formula 6;, and an
a-formula 6;,. Since a-formulas and o-formulas do not depend on c-formulas
in any derivation, the premise that depends on ¢ must be 6;,. We need to
consider two possibilities:

(i) ¢ is ;. Then, ¢ is in L(X) as we wanted to show;

(ii) ¢ is not 6;,. Then, by the induction hypothesis, ¢ € L(X).

(2) ¢’ is obtained by MP from 6; and 6; D ¢’ where either 6; or 6; D v/
depends on v in the given derivation. Since ¢' depends on 1, then, both 6;
and 0; D¢ are in L(X). If ; D ¢’ depends on v in the given derivation,
again we need to consider two possibilities:

(i) ¢ is 6; D ¢'. Then, ¢ is in L(X) as we wanted to show;

(ii) 4 is not 6; D ¢'. Then, by the induction hypothesis, ¢ € L(X).

If 6; depends on 1, yet again we need to consider two possibilities and apply
the same reasoning as above in (1). QED

Theorem 5.6 (Metatheorem of deduction - MTD)

Let ' C L2 and ¢, ¢’ € L°(X). Assume that ¢’ fulfills the following proviso:
either ¢’ is distinct from v or ¢’ € L(X). Then,

I FC oy
whenever there is a derivation establishing

Ly e o

where all the applications of MP over dependents of ¢ are classical.
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Proof: Let 6;...0; be a derivation of ¢/ from I' U {¢)} where all the ap-
plications of MP over dependents of 1 are classical. The proof follows by
induction on k.

(Basis) Consider two cases.
(1) ¢’ is obtained by TAUT. Then, ¢’ € L(X). Take

d={pD¢ 1 peQ}.

Then, by tautological reasoning

FeDy

for every ¢ € 2y, and so,

Fee \ 2.

On the other hand, by Proposition since P > '] =1,
l_uc (D El w D) 1/}/.

Hence, the thesis follows by rule LFT.

(2) ¢’ is ¢. Then, by hypothesis, 1/’ € L(X). The proof is omitted since it
is similar to case (1).

(Step) There are two cases to consider.

(3) ¢ is obtained by LFT from \/;_; A ®;, ®; Cp, ¢’ and p < P; for i =
1,...,n. Then,

VN
i=1

[ B @; Tp, o .
‘ fori=1,...,n.
Lo FY p < B

We want to show that there are ®, C Qy~ys and P/ for i = 1,...,n such

that "
(a) T Fe< \/ A\ @]
1

{(b) T e & Cpr ) D9

fori=1,...,n.
()T € pu< P!

There are three cases to consider:
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(a) ¥’ depends on 1) in 6y .. .0, and ¢' and 1) are distinct. Then, by Propo-
sition [5.5} ¢ € L(X). Take

P ={YDyi:p € D}

and P/ = P; for every i = 1,...,n. Then:
(i) Observe that, by the induction hypothesis,

[ F ¢ \n/ N\ @i
=1

Since {¢} U}, ®; € L(X), then, by tautological reasoning,

n

T+ \/ N\ @

i=1

(ii) Observe that, by rule SO,

F9 D ¢ Ty ¥ D¢

for every ¢ € Q. Thus, either by rule NO when ®; = () or by rule AO
otherwise,

@} Egyroa,) ¥ DY
for i =1,...,n. On the other hand, by Proposition FU<®; Cp, ¢ and
so by Proposition [5.1

1
Vv (<2 <v< 1> ODP < 2]3[¢’><I>Z~]> € ORCF.

Thus,

l_uc (I); EPi 1/} D Q,Z),
by rule WO.
(iii) I' F'¢ p < P/, by Proposition |5.4| since P; = P.
Therefore, by LFT, I FUY¢ o) D).
(b) ¢’ does not depend on v in 0 ... 0. Take

P;={pD¢ ey, ¢ cd}

and P/ = P; for every i = 1,...,n. Then:
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(i) Observe that
n
T \/ A\ @i
i=1

Then, by tautological reasoning

e (\/9y) Di\n/l/\q)i

and, so, again by tautological reasoning,
n
ree\ (Vo) o Ae).
i=1

Thus, once again by tautological reasoning,

I b \n/ A (¢2N\e)

=1 (pEQw

and, so,
n

r < \/ A\ @

=1
(ii) By Proposition
F{o D¢ p € Qu} g ¥ DY

for every ¢’ € Q. So either by rule NO when ®; = ) or by rule AO
otherwise,

R D] oy ¥ OV

for i = 1,...,n. On the other hand, by Proposition FUc®; Cp, ¢ and
so by Proposition [5.1

% <<; <v< 1> SP < mw’mi]) € ORCF.

Thus,
F @i Cp, ¢ D9
by rule WO.
(iii) I' F o < P!, by Proposition [5.4] since P; = P;.
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Therefore, by LET, T Y€ ¢ D¢,

(c) 9" is 9. Then ¢' € L(X) by hypothesis. The proof is omitted since it is
similar to case (1).

(4) 9" is obtained by MP from " and ¢" D)’ where ¢ € L(X). We have
three cases:

(a) ¢ depends on ¥ in 6 ... 60, and ¢' and v are distinct. Then, by Propo-
sition 5.5} ¢ € L(X). Moreover, 1" € L(X) since all the applications of MP
on dependents of v are classical. By the induction hypothesis

{F p-uc w D) ¢”
T puc ¢ D (w// 5 w/)

Then, by tautological reasoning, I' FUY¢ ¢ D 1)’
(b) ¢’ does not depend on ¢ in 6 ...60. Then,

T FUe g,

By tautological reasoning,
T oDy

for every ¢ € €. The rest of the proof is similar to the one in (1).

(c) ¢ is ¢. Then, ¥' € L(X) by hypothesis. The proof is omitted since it
is similar to case (1). QED

Observe that one would have no difficulty in violating the metatheorem
of deduction without the proviso on ¢’. For instance,

- Y
by extensivity. On the other hand,
7 (5z) D ()
as we saw at the end of Subsection [2.3] Hence, by soundness of UCL,

7 (52) > ().
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5.2 Metatheorems of equivalence and interderivability

Since
F@=9) = 2¢) AR DY)
does not hold in general for arbitrary ¢, € L¢(X), it is worthwhile to

investigate the relationship between implication and equivalence, as well as
the relationship between interderivability and equivalence.

Proposition 5.7 Let I' C L? be a finite set and ¢, ¢’ € L(X) be such that
o I' FU o) Df;
e D¢ F ¢ Dypforevery p € Qypand ¢ € Q.
Then,
[ FC =1 .

Proof: Observe that by soundness of FCL (see Theorem , L EC YDy
and by soundness of PL, ¢ D ¢' E ¢’ D ¢ for every ¢ € Qy and ¢’ € Q.
We proceed to show that T' E“< 1) =1/, Let I = (v, p) be an interpretation
such that R p IF° T'. We must show that

Rp I Y Pu=vee=¢] >
p=¢ EPp=y/
vikp=¢

Indeed, R together with p satisfies

Y. Bl=vre=y] = Y. Pw=vve=y]
p=¢ C =9 p=¢ Cy=9¢
vk =y viF¢ D
vk @Dy

= Y Blu=vee=¢]
p=¢ Cy=9¢/
vl Dy
= Y PwoY Dy

D¢ T YDy
vk @Dy

K,

AV

taking into account that
{vivlk=p}={v:ivikeDd¢}N{v:vik¢ Dy}
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and, since p D' F @' Do, {v:iviF DY}t ={v:vik ¢ =¢} So, by
completeness of FCL (see Theorem [4.10), T' FY¢ ¢ =)', QED

Proposition 5.8 Let ¢y € L°(X), ¢ € Qy, and p an assignment over R such
that 1 < p(v) < 1. Then,

Rp IH° B> ¢] > 0.

Proof: The proof is carried out by induction on the structure of .
(Basis) 9 is . Then, B[y > @] = 1 and, so, R p I P[> ] > 0.

(Step) We need to consider three cases:
(1) 17/} is c(wla cee 7¢n) and 2 is 0(9017 s 78071,) Thena

Blw e o) = [[Bleis @il

i=1

and the thesis follows since, by the induction hypothesis, R p IF° B[y);>0;] >
0 foreachi=1,...,n.

(2) ¢ is ¢(¢1,...,1¥y) and @ is c(¢1, ..., ¢n). Then,

Blw e o] = v ][ Blyi> @il

i=1
and the thesis follows since R p I v > 0 by hypothesis and, again by the

induction hypothesis, R p I B[y > ;] > 0 for each i = 1,...,n.

(3) ¢ is ¢(¥1,...,¢y) and @ is €(¢1,...,¢n). Then, replacing v by 1 — v,
the thesis follows as in (2). QED

Proposition 5.9 Let ¢ € L¢(X) and ¢ € € be such that E“. Then, ¢
is a tautology.

Proof: Let v be a valuation. Consider an assignment p over R such that
p(p) =1 and 1 < p(v) < 1. Observe that

(v,p) I o

Hence,

RpIHo >~ Py o] > p.

e E 9
vl
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Since, p() = 1,

RplHe Y Breel= > Blvyl

e E o e E o
vl

by Proposition Moreover, R p I B[ > ¢] > 0 for each ¢ € Qy by
Proposition since 3 < p(v) < 1. Therefore,

{peQy:vlF e} =Qy.
Hence, v IF . QED

Theorem 5.10 (1st Metatheorem of equivalence - MTE1)
Let ¢, 9" € L¢(X). Then,

l_ucw 3 ¢/

Fucqyy =1’  whenever
v=9v {F“Cw’aw.

Proof: Observe that by soundness of FCL (see Theorem , FUCq Do)/
and F'< ¢’ D). Hence, by Proposition FeDy¢ and F ¢ D . for every
0D ¢ € Quoy and ¢’ O p € Qyoy. Thus, by completeness of PL,

D' FY' Dy
for every ¢ D ¢’ € Qyoy and ¢’ D ¢ € Qo and, so, by Proposition
the thesis follows. QED

Given our application scenario, the result above is not very useful since
hypotheses are not allowed in the derivations. The following result does
allow hypotheses but it requires that at least one of the formulas is classical.

Theorem 5.11 (2nd Metatheorem of equivalence - MTE2)
Let I' C L? be a finite set, ¢ € L¢(X) and ¢ € L(X). Then,

FFC v Do

T FYC Y= whenever
v=v {r U b .

Proof: Observe that by soundness of FCL (see Theorem , FCECSYDp
and I' F'° ¢ D¢p. Let I = (v, p) be an interpretation such that I IF'¢ T'. We
have two cases:
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(a) v - ¢. Then, R together with p satisfies

Y Blv=ere=¢l = > Pley] > p
Y=p C Y=g o C o
viFp=¢ viFe Dy

(b) v I . Then, R together with p satisfies

Y Blu=ere=¢l = > Pey] = p
Y= Cy=ep o T
vk p=¢ viFe Dy

Hence, I IFY¢ ¢ = ¢, and, so, I' EY¢ 1) = . Therefore, the thesis follows by
Theorem {4.10 QED

It is also interesting to look at the converses of the metatheorems of
equivalence.

Theorem 5.12 (Converse of the MTE1)
Let ¢,¢' € L¢(X). Then,

FUe D¢y’ whenever  F' =1

Proof: By Theorem EUcyp=1). Let I = (v,p) be an interpretation of
UCL. Then,

R p I Y Pu=vee=¢] >
p=¢' C Y=y
vk =y

Observe that
e {v:ivlFpDY'} D{v:iviFp=¢'};
* D¢ € Qyoy iff p=¢' € Qy=y;
e P DY pe DY =P =y’ pe=y]

Hence, R together with p satisfies

Y. BUoYred¢> Y Pu=vee=y] >
D¢ C YDy p=¢' CyY=9
vk D¢ vk p=¢

Hence, R p IF° ¢) 59/, Therefore, the thesis follows, by Theorem QED

43



Theorem 5.13 (Converse of the MTE2)
Let I C L? be a finite set, ¢ € L¢(X) and ¢ € L(X). Then,

T Fue g5
{ Vo whenever TI' FYC ¢ =.

e oDy

Proof: By Theorem [4.5) I' '€ ) = ¢. Let I = (v, p) be an interpretation
of UCL. Observe that

{eQuiviF'=¢p} C{ €Qy:vik¢ Do}

and, so,
Y Bwoereoel> > P=eee' =¢] > pu
¢Op CYDyp p=¢ Cy=9y
viFe Dy vk =@

Therefore, I IF'¢ 1 D ¢ and, so, I' EY ¢ D ¢. The thesis follows from
Theorem Similarly, the second consequence also holds. QED

Concerning the relationship between interderivability and equivalence,
the following results have provisos similar to those in the MTD.

Theorem 5.14 (1st Metatheorem of interderivability - MTI1)
Let ¢,v" € L°(X). Assume ¢’ fulfills the following proviso: either v’ is

distinct from ¢ or ¢’ € L(X). Then,
l_uc w = wl
whenever there are derivations establishing
w '_LIC w/
,(/}/ '_UC ,(/}
where all the applications of MP over dependents of v are classical.

Proof: Consider two cases.

(a) ¢’ is distinct from ). Then, by Theorem FUce) D" and Y’ D)
and, so, the thesis follows by Theorem [5.10

(b) ¢’ is 1. Hence, 1,1’ € L(X). Thus, ¢ - ¢’ and ¢’ - ¢ by Theorem [2.3]
Therefore, by the metatheorem of deduction in PL, F ¢ D¢/ and ¢’ D1
and, so, 1) =1/. Therefore, FY ¢ =)', QED

44



For illustrating the role of the proviso in the MTI1, recall that
-z FY =2 and 1A (mz) D (Tax)

as shown after the proof of the MTD. Then, /¢ (= x)=(—x), by the converse
of the MTE1 (Theorem [5.12]).

Theorem 5.15 (2nd Metatheorem of interderivability - MTI2)
Let I' C L? be a finite set, ¢ € L¢(X) and ¢ € L(X). Then,

Y=
whenever there are derivations establishing

{F7¢ fuc

I, FY
where all the applications of MP over dependents of ¢ are classical.
Proof: Observe that
FFY>¢p and T HF' oDy

by Theorem Then, the thesis follows by Theorem [5.11] QED

The converse of the MTI2 is expected (see below). But, the converse of
the MTT1 raises problems. With the calculus at hand it is only possible to
establish the following result. Indeed, showing that 1 F'¢ ¢ holds whenever
0 =1 would require a stronger calculus that takes advantage of hypotheses
in L¢(X).

Theorem 5.16 (Converse of the MTI1)
Let ¢ € L(X) and ¢ € L°(X). Then,

@ FY 1 whenever FY¢ o =1).

Proof: By Theorem EUY¢ ¢ =1). Then, by Proposition p=¢ is a
tautology for each ¢’ € Qy, and so, by completeness of PL, F p=¢’ for each
¢' € Q. Therefore, ¢ = ¢’ for each ¢’ € Qy. Moreover, ¢ F'¢ ¢’ for each
¢’ € Qy, by Theorem The thesis follows by LFT, since ¢ F'< A €y,
@ FY Qy Ty Y and o FYC p < 1. QED
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Theorem 5.17 (Converse of the MTI2)
Let I C L? be a finite set, ¢ € L¢(X) and ¢ € L(X). Then,

Loy 9 o
Lo Y

Proof: By Theorem ' F'“ v D¢ and I' Y ¢ D 9. Hence, using
MP, T',¢ F' ¢ and, by MP®, T, ¢ puc* 1. Therefore, I', ¢ FY¢ 9, using
Proposition [3.4] QED

whenever T FY¢ ¢ =op.

5.3 Metatheorem of substitution for equivalent

Interchanging equivalent formulas in UCL is a risky endeavor in the presence
of unreliable connectives. As an illustration, consider what happens when
we substitute a propositional variable by itself. Notwithstanding that x is
equivalent to x in UCL, that is, x = x is a theorem of UCL, the reader may
be surprised by the fact that (= x) = (= x) is not a theorem of UCL. Indeed,
this fact follows, by the converse of the MTEL, from /¢ (=x) D (=) which
we established after the proof of the MTI1.

Given the extreme simplicity of this counterexample, one might think
that the principle of substitution for equivalent will not go very far beyond
the classical fragment of UCL. However, the next theorem shows that, even
in the presence of unreliable connectives, replacing a single instance of a
subformula by an equivalent one may still result in an equivalent formula.

Theorem 5.18 (Metatheorem of substitution for equivalent)
Let n,7',1,v¢" € L¢(X) be such that

o Fn=mny;
e ¢ has at most one occurrence of 7;

e there are no occurrences of unreliable connectives in v outside 7;

either ¢ is ¥ or v’ is obtained from v by replacing n by 7.

Then,
FUep =19y  whenever F'“ =1

Proof: Assume that F'“n=1'. Then, F“n=7' by soundness, Theorem [4.5]
We now show that FUY¢1) =1’ by structural induction on :

(Basis) Directly from the hypothesis.
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(Step) 1 is not a propositional variable. If n does not occur in 4 then v is
1. Moreover 1) has no occurrences of unreliable connectives. Hence F 1) =1’
and therefore FY“1) =1’ by Theorem So suppose that 1 occurs in .
Consider two cases:

(a) ¥ is n. This case follows directly by hypothesis.

(b) v is not n. Let ¢ be of the form ¢(¢1,...,1y,), and ¢’ of the form
c(yy,...,1) where n > 1. Then, for each i = 1,...,n, each v; has at most
one occurrence of 7, there are no occurrences of unreliable connectives in ;
outside 1 and either ¢ is v; or is obtained from ¢); by replacing n by n’. So
by induction hypothesis

EY ¢ =]

for i =1,...,n. Assume without loss of generality that n occurs in 1;. We
now show that I IF4¢ ¢ =4’ for every interpretation I. Let I = (v, p) be an
interpretation. Then, I [FY¢ ¢; =)} for every i = 1,...,n and so v Ik ¢; =)
for every i = 2,...,n by Proposition Observe that, for i =2,...,n,

Pl =vi>pi =g =P = P> =y =1
by definition since v; = ¢} € L(X). On the other hand,
Rp IH° Yo Blhi=vivei =l > u

pr=¢) C ¢ =9
vk 1 =9

since I IFU¢ 1h; = 1)), Observe that, in ORCF,

Ble(r, - n) E @, ¥n) > e(@1,- -, n) Z (@, - 0p)] =
Ble(Wr, .- thn) B elpr, - 0n)] X Ble(y, .- ) > e(@h, - 90)] =
P> 1] x oo X P & n] x P &) x . x Pl > @] =
Plo1 > 1] x Py > @] X x Blvhn & on] x Py, >y ] =
Bl =10 o1 =] X X Bl =Y > on = @]

for every c(1, ..., pn)=c(@h, - 0n) € Qe n)=c(y)...,)- On the other
hand

(1, on) = (@1 90) € Qe ) =c() )
iff
i = ¢l € Qwizwg foreveryi=1,...,n.
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So, in ORCF,

Plo=v've=¢] =
w/

/

p=¢ E Y
viFp=p

~

> G Pl =vivpi=y] =
p=¢' L=y’
vk =y

Y Plh=vice=¢l] >
p=¢' C =y

vk =y

Y. Pli=vicei=¢] =
wi=@;, T Y =Y

vl @ =
t=1,...,n

> Pl =yivpr=¢] =
wi =g E ;=)
t=1,...,n
viFp1 =)

> Plvr = i1 = ¢

p1=¢] E 1=

vk o1 =9
Then,
Rp IH® Y Pu=vee=¢] >
p=¢ Y=
viFp=¢
Hence, the thesis follows. QED

As an interesting application of the metatheorem of substitution for
equivalent in UCL, let

e 1) be ti;

e 7' be (T 1) Dt

e ¢ be tt D xy;

e ¢ be ((x1) Dtt) D ay;

then,
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FU¢ &= ((—x1) D tt), see Figure

o U tt=t;

e ¢ has at most one occurrence of 7;

e there are no occurrences of unreliable connectives in v outside 7;
e 7/ is obtained from 1) by replacing 1 by 7’.

Thus,
F' D) =(((mx) Dtt) Day)

by the metatheorem of substitution for equivalent.

I pr:tt=((-z1) Dt) TAUT
2 pr:t=((Fz1)Dt) TAUT
3 1A\ TAUT
4 o1 Gy t=((Fx1) Ot SO
5 w2 Ly t=((Tz1) D) SO
6 1,02 Eppaory t=((0m1) D) AO: 4,5
7T 01,2 T t=((Ga1) D) WO : 6
8 pu<l WA
9 t=((Cz)Dt) LFT:3,7,8

Figure 8: FY ¢t = ((—z) D).

5.4 Closure for substitutions

Recall that closure for substitutions does not hold in general. As we saw at
the end of Subsection [2.3] an unreliable instance of a tautology can be not
valid. However, substitutions not involving unreliable connectives do not
raise surprises. Indeed, we prove below that theoremhood of c-formulas is
preserved by substitution provided that propositional variables are replaced
only by PL formulas. To this end we need some terminology and notation.
In UCL, as expected, a substitution is a map o : X — L°(X). Given
Y € L¢(X) and a substitution o, we denote by o (1) the formula in L(X)
obtained from v by replacing each propositional variable z by o(x). By a
reliable substitution we mean a substitution such that o(X) C L(X). It is
also convenient to define two auxiliary maps. Let 1) € L¢(X). The maps

ncy, Dcy : y — N
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(that count the number of positive and negative outcomes, respectively, of
unreliable connectives in obtaining the argument formula as an outcome of
) are inductively defined as follows:

e ncy (1) =0 and 0icy(v)) = 0 whenever ¢ € L(X);

® NC.(yy,. ) (C(P15 -, P Yoy ney, (¢i) whenever ¢ € Xy;

® NCc(ihq,.thy) \ELPLs -, P

Yo, ey, (¢i) whenever ¢ € Xy;

® 0Cxy,, ) (C(P1, -, 0n)) = 14 301 ney, (vi) whenever ¢ € X5

> i OCy, (pi) whenever ¢ € X,;

® NCxy, . ) (C(P15 - - Pn Yo ncy, (pi) whenever ¢ € X,;

(e( )
(e( )
(e( )
® TCx(yy,... ) (C(P15 -+ -5 Pn))
(@ )
(e( )

® TCq(yy,....,) (C(01, - 0n)) = 14 D211, TGy, (i) whenever ¢ € X,

Observe that
% ((; <v< 1) o) (smw > ] = 1) % (1 u)“CW))) € ORCF.

Proposition 5.19 Let ¢ € L°(X), ® C Qy and o be a reliable substitution.
Then,

nCw((I)) = ncg(w(a(@))

and similarly for nc.

Proof: We prove by induction that ncy(¢) = nc, ) (a(0))-

(Basis) ¢ € L(X). Then, o(y) € L(X) and so ncy(¢) = 0 = ncg ) (0 (p))-
(Step) We just consider the case where ¢ and ¢ are ¢(¢1,...,1,) and
c(p1, ..., ¢n), respectively. Then,

ney(p) = 14330 ney, (@)
= 1+ ncyep)(0(e:))
— ooy (o(9)).
The thesis follows easily for ®. QED

Proposition 5.20 Let ¢ € L(X), ® C Q and o be a reliable substitution.
Then, in ORCF,

Pl > @] = Flo(y) > o (D)].
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Proof: Observe that, in ORCF,
Plood] = oo BlU>¢]

= Zw@ vPeu () % (1 — p)mou(e)
= Zwe@ %o () (0(#)) (1— V)ch(¢>(g(¢))

= Ypca Blo@)po(p)]
= PBlo@)>o(®)].

QED

Theorem 5.21 (Closure for reliable substitutions)
Let ¢ € L°(X) and o be a reliable substitution. Then,

F'o(¢) whenever Y .

Proof: The proof is by induction on a derivation of 1.

(Basis) 1 is obtained by TAUT. Then, F'o(1) using closure for substitu-
tion for PL and since - C F'¢, by Theorem 2.2}

(Step) We have two cases.

(1) % is obtained by MP from 1, and ¢ D ¢ where ¢ € L(X) and ¢ €
L¢(X). Thus, by the induction hypothesis, F' o (1) and F o (1) Do ()
and so by MP FY o (v), since o(¢) € L(X).

(2) 1 is obtained by LFT from

|-ue \n/ N\ @i
1=1

{(*) FUCd; Tp, 1)

fori=1,...,n.
FUCMSPi

Hence, by closure for substitution for PL,
n
Fe\ N\ o(@).
i=1
By (%) and Proposition

W((; <y§1) Dl%gm[zpwbio € ORCF.
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Hence, by Proposition [5.20

1
Vv <<2 <v< 1> D P, <Plo(v) I>O‘((I)i)]> € ORCF
and so, again by Proposition [5.1
Fo(®;) Ep, o).
By rule LFT the thesis follows. QED

Observe that even substitutions involving unreliable gates can preserve
validity. The following result provides a useful sufficient condition.

Theorem 5.22 (Closure for almost reliable substitutions)

Let ¢ € L(X) and o be a substitution such that o(x) € L(X) for each x
occurring more than once in ¢. Then,

F'o(p) whenever ¢ € TAUT.

Proof: We start by showing that ¢’ € Q) is a tautology. Let v be a
valuation. Let o’ be a substitution such that:

e o'(z) = o(x) whenever x occurs more than once in ;
e ¢/'(z) € L(X) whenever x does not occur in ¢;
e otherwise o/(z) is the outcome of o(x) that occurs in ¢'.

Thus, ¢ is 0/(¢) and so ¢ is a PL instance of a tautology and, so, is a

tautology. Let I = (v, p) be an interpretation of UCL. Then, R together
with p satisfies

Yo Plow)r ] = Y. Blolp) ey =1

¢ € Qo(y) ¢ € Qo)
vl ¢’
The thesis follows by Theorem QED
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6 Application scenarios

Recall that, within the standard application scenario described in Section
using unreliable gates with misfiring probability smaller than 1 — v, the
main engineering problem is the design of a circuit @ that behaves like
the envisaged ideal circuit ¢ with probability not smaller than g, possibly
constraining the value of p vis-a-vis the value of v.

The proposed unreliable-circuit logic (UCL) should help at least in the
task of checking that ¢ and ¢ are indeed equivalent with probability not
smaller than y assuming that 71, ...,7v, € L? hold. To this end, it is enough
to establish that

Y1y Yn FYC Y = .

Capitalizing on the MTE2 (Theorem [5.11)), it is equivalent to establish

Vs P Do
ViyevesYn FYS @ DY

which can be easier.
In alternative, capitalizing on the MTI2 (Theorem , it is enough to
establish
{’yl,...,’yn,w FY »

Yiseeos T P p-ue ¢

while avoiding non-classical applications of MP to dependents of ¢ and ¢,
respectively.

In addition, UCL can also help the designer in getting a better grasp
of the logical properties of unreliable circuits. Namely, the provisos in the
metatheorems established in the previous section should always be kept in
mind in order to avoid the common pitfalls of extrapolating from classical
reasoning to reasoning about unreliable circuits.

It is also worth mentioning that we can formalize von Neumann’s theo-
rem in UCL. Assuming that the majority gates do not misfire with probabil-
ity not smaller than vy and that all the other unreliable gates do not misfire
with probability not smaller than v > 1, von Neumann proved in [20] that
for any circuit ¢ built only with perfect gates and for every d > 0 there is a
circuit ¢ built only with unreliable gates that behaves as the ideal circuit ¢
with probability not smaller that vy — d.

As an illustration of this result, recall the derivation of

< V3 —{—3u2(1 —v) FY (mz) =M3(m 2y, 72y, xq)
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presented in Figure It amounts to stating that perfect negation can be
implemented only with unreliable gates and the ideal majority gate, ensuring
that the probability of output error is smaller than 1 — d with

d=1v3+3°1-v).

Note that in this example we use the perfect M3 or, equivalently, we assume
that vy = 1.

In general, falling into the standard application scenario, that is, assum-
ing that vy = v, by implementing negation with

M3 ok (T 21,..., 7 21)

we ensure that the output is correct with probability not smaller than

Kt
342k \ 3iok-i '

i1 — )t

VZ<3—|—2]<:—Z'>V (1-v)

=0
+
342k
342k \ 3tk ;
1-— "(1—-v)~
A=v) > <3+2k—i)” (1=v)

1=k+2

The first term computes the probability of the majority gate and most of
the negation gates correctly firing, while the second term computes the
probability of the majority gate and most of the negation gates misfiring.
Clearly, the output is the correct one in both cases.

Observe that if the probability v is greater than % then as k goes to
infinity the value the whole expression above goes to v. Hence, for any
d > 0 there is k such that the value of the expression above is not smaller
than v — d, in accordance with von Neumann’s result.

Within the standard application scenario, von Neumann’s result can be
stated as follows.

Theorem 6.1 For any ¢ € L({z1,...,z,}) and real number d > 0, there
is ¢ € L({x1,...,x,}) such that

w<v—dHr' p=1.
The proof is straightforward. Take von Neumann’s proof to obtain

u<v—dE"Cp=q9¢
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and invoke the completeness of UCL.
The reader may wonder how robust is the proposed logic with respect to
possible changes in the assumptions of the standard application scenario:

e (al) every gate has the same probability 1 — v < % of misfiring which
is independent of its inputs;

e (a2) gates misfire independently of each other;

e (a3) there is no sub-circuit reuse or, equivalently, every gate has single
fan-out;

e (ad) the circuit inputs are deterministic.

Of these assumptions, only (al) can be relaxed in a straightforward
way. For instance, the probability v of a gate not misfiring may depend
on the type of gate at hand. Recall that von Neumann assumed that the
misfire probability of the majority gates could be different from the other
unreliable gates. It would be quite easy to adapt UCL to the scenario where
each unreliable gate ¢ misfires with probability 1 — .

A little bit more complicated would be to adapt UCL to the scenario
where we know that

v < Prob[c>¢] < v
instead of knowing that
Prob[c> c] = v,

but still assume that (a2), (a3) and (a4) hold.
In this relaxed scenario, given a c-formula ¢ and ¢ € {1y, we write

Bl e @]

for a minorant of the exact value of the probability of the outcome ¢ of
defined as follows:

e Plpw ] is 1 for each ¢ € L(X);

n

o Ple(r, .. n) > clor,. s pn)] is [[Bleio ol

=1

b gB[E(Tﬁl,...,ﬂ)n)DC(SOl,...,QOn)] is ’)H{BW%D%],
=1
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n

o PlE(vr,...,n) B 1, on)] s (1— ) [ Blbi v eil.

i=1
Similarly, we write R
Bly > ]

for a majorant of the exact value of the probability of the outcome ¢ of 9
defined as follows:

o Plov ] is 1 for each ¢ € L(X);

o PBle(r, ..., Yn)be(pr,. .. 00 is H‘i?[zﬂibgoi] for eachn > 1, c € %,
i=1
and p; C ¢ fori=1,...,n;

* ‘3[5(%111,--.,wn)bc(gol,..,’gpn)] is ﬁl |‘f3[wi>g0i] for each ¢ € f]n and
i=1
i C Yjfori=1,...,n

° @[E(wl,...,qbn)bé(gpl,...,gon (1-p) H [1i > @il foreacthZ
and p; C ¢; fort=1,...,n =

Moreover, given a c-formula v and one of its outcomes ¢ in €2, the exact
probability of outcome ¢ of ¥, written

Prob[vy > ¢]

is inductively defined as follows:

e Probl[p> ¢] is 1 for each ¢ € L(X);

e Prob[c(¢1,...,10n) >c(p1, ..., 0n)] is H Prob[; > ¢;];
i=1

o Prob[c(¢1,...,¢n) > c(p1, ..., ¢n)] is Prob[es ¢ | [ Prob[v; & gil;

=1

o Prob[c(t, ..., vn)>e(1, .. ., n)]is (1—Prob[cbc]) | [ Probly: > @il
=1
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Then as expected, given ¢ € L(X) and ¢ € €y, we have:

vmm(<;< <D S1>DC$WD¢MEW%Wm¢k§$WD¢D>EOWT.

For this relaxed scenario we need to enrich the o-formulas. Given an
interpretation I = (v, p), terms P and @, a c-formula ¢ and ® C §;, we
define

I @ 9y
as
Rp IF° P < " Probly>¢] < Q.
ped
Observe that
IS )

still means
Rp IH > Probly> ] > p.

v Y
vk

Concerning the calculus, only the axioms NO and SO should be adapted
as follows:

NO —
0 CY

SO

Py
2 L =Rlyre] ¢

The resulting logic UCLg is expected to inherit without surprises the
metatheorems of UCL.

Of the remaining assumptions, only (a4) seems to be immediately tract-
able. A first approach to probabilistic inputs would be to receive the inputs
through unreliable double negations. However, the more interesting scenario
of possibly correlated inputs would require a more sophisticated method,
e.g. by bringing to bear the techniques of exogenous enrichment [12] to UCL.
Dropping the independence assumption (a2) or the single-fan-out hypothesis
(a3) would require major changes to UCL.
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7 Outlook

Starting from von Neumann’s assumptions concerning circuits built with
unreliable gates that are prone to fortuitous, misfiring errors, we were able
to set up a logic (UCL) appropriate for reasoning about such circuits, as
a conservative extension of classical propositional logic (PL). For the ax-
iomatization we capitalized on the decidability of the first-order theory of
ordered real closed fields. Useful completeness results were established in
due course.

The pitfalls of extrapolating classical reasoning to the realm of unreliable
circuits were extensively illustrated. Several metatheorems were established
with additional provisos that once again show the striking differences be-
tween PL and UCL. On the other hand, we decided to leave to a forthcoming
paper the decidability and other algorithmic issues of UCL.

Possible changes to von Neumann’s scenario were also considered. We
sketched with some detail only the adaptation of UCL that would be required
by not knowing precisely the gate-misfiring probabilities.

The next step should concentrate on allowing probabilistic inputs, by
applying the techniques of exogenous enrichment to UCL. Afterwards, it
will be possible to address the problem of reasoning about quantum circuits
with unreliable gates.

The problems raised by circuit reuse and by dropping the gate indepen-
dence hypothesis also seem interesting lines of work, albeit requiring major
changes to the approach taken in this paper.

In another direction, it seems worthwhile to carry out the logical study
of persistency and recurrence of errors in gates. To this end, one will need a
temporal probabilistic logic, either adopting a shallow Markov model of the
errors in the gates (following [§]) or a deeper model of their errors taking
into account the precise functional nature of each gate collapse (following
the proposal of one of the referees).
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